Abstract

Collision detection is a problem that has often been addressed efficiently with the use of hierarchical culling data structures. In the subproblem of self-collision detection for triangle meshes, however, such hierarchical data structures lose much of their power, because triangles adjacent to each other cannot be distinguished from actually colliding ones unless individually tested. Shape regularity of surface patches, described in terms of orientation and contour conditions, was proposed long ago as a culling criterion for hierarchical self-collision detection. However, to date, algorithms based on shape regularity had to trade conservativeness for efficiency, because there was no known algorithm for efficiently performing 2D contour self-intersection tests.

In this paper, we introduce a star-contour criterion that is amenable to hierarchical computations. Together with a thorough analysis of the tree traversal process in hierarchical self-collision detection, it has led us to novel hierarchical data structures and algorithms for efficient yet conservative self-collision detection. We demonstrate the application of our algorithm to several example animations, and we show that it consistently outperforms other approaches.

1 Introduction

Highly deformable objects, such as cloth, threads, plants, flesh, or articulated objects, often suffer collisions against themselves. Detecting self-collision has long posed a challenge to computer animation, and it often becomes the bottleneck in simulations, in particular for cloth animation. We are interested in the acceleration of self-collision detection for triangle meshes.

For inter-object collision detection between deformable bodies, hierarchical algorithms based on bounding volumes suffer a particular problem: tests between triangles adjacent to each other cannot be culled away at high levels in the hierarchy, and even situations without actual collisions turn out to be computationally expensive.

Volino and Magenat-Thalmann [1994] introduced a hierarchical self-collision detection technique based on shape regularity, which does not suffer from difficulties induced by adjacency. Their work has been continued by many others, who have improved the efficiency of elementary tests [Provot 1997], incorporated continuous collision detection [Tang et al. 2008], optimized computations for specific types of deformations [Schvartzman et al. 2009], designed parallelizable extensions [Baciu and Wong 2002], or extended it to subdivision surfaces [Grinspun and Schröder 2001]. However, this line of work also suffers one important limitation: efficiency must be traded for conservativeness. One step in the original algorithm, known as the contour test, cannot guarantee a cost independent of the resolution of the triangle mesh, which is a requirement for strictly efficient hierarchical collision detection.

In this paper, we present a hierarchical self-collision detection algorithm for triangle meshes that is both conservative and efficient. The algorithm misses no collisions (up to geometric degeneracies or rounding errors), and it fulfills the basic requirements for efficiency of hierarchical collision detection algorithms [Gottschalk 2000]. Our novel algorithm builds on the approach of Volino and Magenat-Thalmann, and it uses the same underlying geometric criteria for culling away non-colliding surface patches, but it presents several important contributions in its data structures and algorithms. We also introduce a novel analysis of hierarchical self-collision detection, which lays the grounds for our algorithmic improvements. Specifically, the main novelties in our work are:

- A novel contour test based on the star-shaped property of a polygon, amenable to hierarchical computations (Section 4).
- The analysis of the traversal process of hierarchical self-collision detection, resulting in a novel tree data structure, the self-collision test tree. It simplifies the traversal algorithm and becomes the central data structure of our method (Section 5).
- A hierarchical data structure of patch contour segments for efficient execution of the star-contour test (Section 6).

We have evaluated our algorithm on a variety of examples, including cloth animations, other thin shell simulations, character skinning, or meshes animated with finite element models. It outperforms spatial hashing by 2× to 6×, and AABB-trees by up to 4×.
2 Related Work

A number of different methods have been designed for the evaluation of self-collision detection on deformable models. One option is to use a spatial partitioning, as in the case of optimized spatial hashing [Teschner et al. 2003]. The main features of this method are that it does not rely on any preprocessing and it does not impose requirements on the characteristics of the triangle meshes to be tested, hence it has a very wide applicability. On the other hand, this method has a high offset cost as every primitive (or a bound) needs to be tested against several other primitives. Its performance is also rather sensitive to the variance in triangle size. Another approach to self-collision detection based on spatial partitioning is to use discrete Voronoi diagrams [Sud et al. 2006], which has the additional benefit of allowing for distance computations.

Bounding volume hierarchies (BVHs), independently of the type of BV used (AABBs, OBBs, k-DOPs, spheres, etc.), rely on a series of properties in order to provide strictly efficient queries. For a triangle mesh with \( n \) triangles, the branching factor of the tree must be \( O(1) \), the depth \( O(\log n) \) (these two conditions together imply size \( O(n) \)), the cost to perform an elementary test on a BV \( O(1) \), and the cost to update the complete hierarchy \( O(n) \) (in an amortized sense, it implies an \( O(1) \) cost per BV) [Gottschalk 2000]. When used with deformable objects, they are typically updated in a bottom-up fashion [Van den Bergen 1997]. However, these conditions do not guarantee efficiency in practice, as this depends on the collision configuration as well. Self-collision queries with BVHs are executed by starting a recursive query on the root BV against itself. Unfortunately, adjacent triangle pairs force many branches of the collision query to expand all the way to the leaves of the BVH. Mezger et al. [2003] applied BVHs to self-collision detection, using in particular inflated k-DOPs, but they added the shape regularity criterion [Volino and Magnenat-Thalmann 1994] to improve performance. One of the positive aspects of BVHs is that they can be used for interruptible collision detection, even with on-demand update of BVs [James and Pai 2004].

Visibility-based culling techniques [Govindaraju et al. 2003] return a set of potentially colliding triangles, and they require further processing in order to identify potentially colliding pairs. Their main asset is that they provide very high performance in practice, thanks to their parallelism and implementation on graphics hardware architectures. Govindaraju et al. [2005] later combined visibility-based culling and a chromatic decomposition of the triangle mesh, in order to radically improve the performance of self-collision detection using BVHs. Specifically, they proposed a first step based on an AABB-tree query for identifying potentially colliding pairs of triangles, and then additional steps based on visibility queries and chromatic decomposition that drastically reduced the potentially colliding set, before executing actual primitive-level queries. Our work is complementary to theirs, as our algorithm could replace and outperform the initial AABB-tree query, which is, incidentally, the bottleneck in their algorithm.

As mentioned in the introduction, our work is closest to hierarchical self-collision detection based on shape regularity [Volino and Magnenat-Thalmann 1994]. This approach partitions hierarchically a triangle mesh into connected patches, and prunes away surface patches that fulfill two tests: (i) The orientation test searches for a direction that has a positive dot product with the normals of all triangles in the patch; and (ii) the contour test checks whether the contour of the patch projected along the aforementioned direction is intersection-free. The initial algorithm employed discrete normal cones for the orientation test, while Provo [1997] improved performance using actual cones. Baciu and Wong [2002] adopted many of the ideas into a parallel algorithm and implemented it on graphics hardware. More recently, Tang et al. [2008] have incorporated additional adjacency-related optimizations, as well as an extension of the original orientation and contour tests to the continuous collision detection setting. Grinspun et al. [2001] have applied it in the context of subdivision surfaces, and Schvartzman et al. [2009] to certain reduced deformations.

Although the shape regularity approach is in theory an elegant one, the design of an efficient algorithm has posed important problems so far. The original implementation avoided the contour test, and pruned surface patches with a valid orientation test. As shown in Fig. 1, the decision of ignoring the contour test may introduce missed collisions. As noted by several researchers [Grinspun and Schröder 2001; Tang et al. 2008], the contour test can itself be solved using bounding data structures. Contours of patches high in the hierarchy are expected to have \( O(\sqrt{\pi}) \) edges, hence a hierarchical contour test is not guaranteed to run in constant time. Moreover, the edge-hierarchy of every patch needs to be updated, with cost up to \( O(\sqrt{\pi}) \), and it is not clear how to reuse edge-hierarchies of low levels when computing edge-hierarchies at high levels. We conclude that, to the best of our knowledge, there is no efficient algorithm for the contour test.

Before describing the contributions of our work, let us anticipate that a large part of the novelty lies on the application of star-shaped polygon tests to the self-collision detection problem. Star-shaped polygon tests have also seen application in other problems, such as roadmap computation [Varadhan and Manocha 2005], or the art gallery problem [Avis and Toussaint 1981].

3 Preliminaries

Our algorithm evaluates self-intersections on 2-manifold triangle meshes, possibly with boundaries. For objects with multiple connected components, we simply handle each component separately. Semi-regular meshes are beneficial for the performance of the algorithm, as it depends on aspects such as the number of triangles adjacent to each triangle.

Given a triangle mesh, we partition it to create a binary tree of connected patches. Each patch must itself constitute one connected component. Again, a good partitioning, formed by patches with smooth boundaries and semi-regular size per level, is beneficial for the performance of the algorithm.

For each patch in the binary tree, we store a bounding volume and a normal cone. In our implementation, we have used AABBs and discrete normal cones (DNCs) with 14 directions [Volino and Magnenat-Thalmann 1994], respectively. The binary tree of bounding volumes constitutes a BVH.
there exists at least one point intersections. A polygon is defined to be star-shaped if and only if determining whether the contour of a projected patch is free of in-

We propose a star-shaped polygon test as a sufficient condition for pruning patch contours that do not self-intersect. In order to design efficient tests, we restrict the role in the construction of contour segments, explained in Section 6.

In the following sections, we describe data structures and algorithms that allow for an efficient application of the star-contour test in hierarchical self-collision detection. Thanks to these data structures and algorithms, the contour test of a patch can be executed with cost $O(1)$, regardless of the number of edges in the contour, provided that the given mesh and its hierarchical partitions have a bounded vertex valence.

5 Self-Collision Test Tree (SCTT)

The traversal process of a hierarchical collision detection algorithm can be represented as a tree, the Bounding Volume Test Tree (BVTT) [Gottschalk 2000], where a node contains two patches of the BVH that are tested for collision. We define as the Self-Collision Test Tree (SCTT) the subtree of the BVTT whose nodes contain two adjacent patches. Nodes of the SCTT represent self-collision tests for pairs of adjacent patches. Fig. 4a shows an example mesh and its hierarchical partitioning. Pairs of children that are not adjacent constitute nodes of the BVTT, but not the SCTT, and they are shown in red in Fig. 4c.

Formally, we define the root of the SCTT as the node containing the two children of the root of the BVH, $(BVHroot.left, BVHroot.right)$. Then, we define the rest of the nodes recursively in the following manner. For a node $(A, B)$, we define its children nodes as $(A_.child, B_.child)$, if $A_.child$ and $B_.child$ are adjacent. Moreover, if $A$ and $B$ have the same parent in the BVH, i.e., $A_parent = B_pparent$, we also define as children nodes $(A_.left, A_.right)$ and $(B_.left, B_.right)$. Pairs of children that are not adjacent constitute nodes of the BVTT, but not the SCTT, and they are shown in red in Fig. 4c.

For unbalanced BVHs, the construction of the SCTT can be eased by the definition of the Extended BVH (xBVH). As shown in Fig. 4b, the xBVH is formed by replicating leaf nodes of the BVH down to the level of the deepest leaf. The xBVH also plays a key role in the construction of contour segments, explained in Section 6.

Unlike earlier approaches to hierarchical self-collision detection, we explicitly create the SCTT as a preprocessing step based on patch adjacency information and the traversal process of a self-collision query. Hierarchical self-collision detection can then be easily formulated as the top-down traversal of the SCTT. When a node of the SCTT is visited, its associated patch is first tested for a valid orientation. If this test succeeds, its contour is tested for self-intersection. We formulate this test in a conservative manner using our star-contour criterion. In the next section, we describe the hierarchical data structures for efficient formulation of the star-contour test. In the special case where two adjacent BVH nodes share only one vertex, our star-contour test would always fail on their combined patch. Their SCTT node requires simple though special handling, which is described in the Appendix.

Another positive result of preprocessing the SCTT is that, unlike earlier approaches, we do not need to query for patch adjacency at runtime. The storage requirements of the SCTT are low for semiregular meshes. If every patch is adjacent to $O(1)$ patches at the same level, then the SCTT has $O(n)$ nodes, where $n$ is the number of triangles in the mesh.

6 Contour Segments

As presented in Section 4, our algorithm executes a star-shape test as a sufficient condition for pruning patch contours that do not self-intersect. The algorithm outlined in Section 4 is based on the intersection of edge rays with a search line. In this section, we present an efficient version of the algorithm that exploits a hierarchical representation of contour segments. We start by describing this hier-
architectural representation, followed by the actual star-shape test using contour segments. Then, we describe the efficient update of the hierarchical contour representation. And we conclude by introducing a novel method for bounding bundles of rays in 2D, which is a key building block of our actual star-shape test.

6.1 Contour Segment Forest (CSF)

A node of the xBVH is present in several SCTT nodes, specifically, in as many as its number of adjacent xBVH nodes at the same level, as shown in Fig. 4c. Various parts of the contour of the xBVH node may then be visited in several star-shape tests. Following this observation, and in the context of the star-shape test, instead of testing every contour edge individually against the search line, we have designed a conservative test that utilizes bounds of contour segments, and tests for intersection between those bounds and the search line.

We define as a contour segment a continuous set of edges shared by two adjacent xBVH nodes of the same level. Contour segments of one xBVH node can be constructed by merging contour segments of its children nodes. Therefore, we define the Contour Segment Forest (CSF) as the hierarchical data structure whose nodes correspond to individual contour segments, and the children of a segment a correspond to other segments that are merged to produce a. This hierarchical data structure is a forest, not a tree, because the contour segments defining the boundary between two sibling xBVH nodes simply disappear from the xBVH when the nodes merge. The same contour segment may exist at various consecutive levels of the xBVH, as long as it suffers no modifications during the merging of xBVH nodes. Since the star-shape test defined in Section 4 separates the edges into top and bottom ones, for practical reasons and ease of implementation, we define the contour segments as oriented segments. Then, the continuous boundary between two adjacent xBVH nodes defines two different contour segments. Fig. 4a shows an example mesh with the contour segments at all levels of the BVH, Fig. 4c indicates the lists of contour segments that surround each SCTT node for the same mesh, and Fig. 4d shows the full CSF. At runtime, our algorithm stores the CSF and the list of contour segments surrounding each SCTT node.

The CSF is an efficient data structure from the point of view of both complexity and storage. Assuming semi-regular meshes with balanced partitioning and smooth patch boundaries, each xBVH node is adjacent to $O(1)$ other nodes. Therefore, the size of the CSF is $O(n)$, being $n$ the number of triangles in the surface. In our implementation, we construct the CSF in a bottom-up manner. First, we define the oriented half-edges of the triangle mesh as the contour segments for the leaves of the xBVH, and we set them as the leaf nodes of the CSF. Then, we construct the CSF by analyzing the merging operations of xBVH nodes, creating a new contour segment whenever old ones can be merged, and setting child-parent relationships accordingly. We store temporarily for each xBVH node a list of its contour segments, and these lists are later used for creating the list of contour segments of each SCTT node.

6.2 Star-Contour Test with Contour Segments

Based on the star-contour test outlined in Section 4, we propose here a modified version that is amenable to efficient implementation using the CSF. Instead of testing individually each contour edge or edge ray of an SCTT node $A$ against a search line $L$, the efficient algorithm tests bounds of contour segments. As a result, the expected cost of a star-contour test for an SCTT node becomes $O(1)$.

For each contour segment $s$, we define a top subsegment $s.top$ and a bottom subsegment $s.bottom$. The top subsegment is formed by the top edges in the segment, and similarly for the bottom subsegment. Fig. 5-left shows an example patch contour, its contour segments, and top and bottom subsegments for one particular segment. For each subsegment, we store an interval that bounds its horizontal extent (assuming a vertical search line), as well as bounds for its edge rays. For top subsegments we compute lower bounds of edge rays, while for bottom subsegments we compute upper bounds of edge rays. Our algorithm works with any representation of ray bounds, but we have defined a novel representation (described in Section 6.4) that is particularly efficient for our purposes.

Given the contour subsegments of an SCTT node $A$, with horizontal intervals and ray bounds, our star-contour test proceeds as follows:

1. Compute the horizontal interval of the projected patch of $A$, by bounding the horizontal intervals of all subsegments in $A$.
2. Determine the middle vertical line $L$ of the horizontal interval.
3. Find the lowest intersection $t$ of the ray bounds of top subsegments with $L$, and the highest intersection $b$ of the ray bounds of bottom subsegments.
4. If $b > t$, the patch contour is potentially self-intersecting.

Figure 4: Examples of the data structures used in our algorithm: (a) Partitioning of a triangle mesh at 4 levels, showing contour segments. (b) BVH and xBVH (with xBVH nodes shown in dotted red lines). (c) SCTT, with each node showing the two patches involved, and the list of contour segments that surround them. The node $(D, C)$ is a node of the BVTT, but not the SCTT, because $D$ and $C$ are not adjacent. (d) Contour Segment Forest (CSF) for the same example.
The update algorithm for a contour segment can be outlined as:

5. Otherwise, count the number of top subsegments actually intersecting \( L \), by testing \( L \) against the horizontal intervals of the top subsegments.

6. If there is no intersection with a top subsegment \( s_{top} \), and the segment \( s \) has no bottom subsegment, the patch contour is self-intersection free.

7. Otherwise, the patch contour is potentially self-intersecting, because the segment \( s \) may loop around, with more than one top edge intersecting \( L \).

If the test with the middle vertical line fails, we also test the middle horizontal line, as discussed in Section 4. A key operation in our algorithm is the intersection of ray bounds with vertical lines, which we depict in Fig. 5-right and describe in detail in Section 6.4 for our ray bound representation.

### 6.3 Update of the Contour Segment Forest

The execution of the star-contour test for an SCTT node \( A \) requires the projection of the 3D contour of the patch of \( A \) onto a plane whose normal passes the orientation test for \( A \). Therefore, the update of contour data can only take place once the orientation test yields a valid direction. In practice, we use the average of all valid directions of the discrete normal cone.

Note also that, if a direction is valid for a node \( A \) of the SCTT, it is also valid for the complete subtree rooted at \( A \). Therefore, once a node \( A \) passes the orientation test, it is not necessary to run further orientation tests along its subtree. Following this observation, we have designed the following update strategy for the CSF: when a valid direction is found for a node \( A \) of the SCTT, we update the bounds of contour segments of \( A \) in a bottom-up manner, using the subtrees of the CSF rooted at them. If the recursive self-collision query reaches a descendant node of \( A \), we check if it contains contour segments that are roots of the CSF themselves, and, in that case, we update them bottom-up as well. Some segments may be shared by several SCTT nodes, and, in order to avoid updating them twice with the same 2D projection, we associate to them an update tick. We compare this tick against a global tick that is incremented whenever an orientation test returns a valid direction.

The update algorithm for a contour segment can be outlined as:

```plaintext
UpdateBounds(Segment segment, Projection P)
if last_update ≠ tick
    last_update = tick
for all children of segment do
    UpdateBounds(segment.child[i], P)
if segment is a leaf
    UpdateFromEdges(segment, P)
else UpdateFromChildren(segment, P)
```

### 6.4 Bounds for Subsegments

Bounds for bundles of rays are common in applications involving visibility tests, such as ray tracing [Arvo and Kirk 1987]. Some straightforward options for bounding 2D rays include intersection intervals at two fixed vertical lines or intersection and slope combinations. We have designed a tighter representation of bounds for rays defined by short edges, which is well suited for our application. Moreover, since the edges of a contour are separated into top and bottom subsegments, top subsegments require only lower bounds, while bottom subsegments require upper bounds. Recall as well that bounds of subsegments also require a horizontal interval.

For a top subsegment, we define its lower bound using two points \( a \) and \( b \), and an interval of slopes \([m_{min}, m_{max}]\). The horizontal interval of the subsegment is given by \([a_x, b_x]\), and the lower bound of its ray bundle is given by three lines: (i) The line passing through \( a \) with slope \( m_{max} \), (ii) the line joining \( a \) and \( b \), and (iii) the line passing through \( b \) with slope \( m_{min} \). The upper bound of a bottom subsegment is defined similarly. Fig. 6 shows examples of lower and upper bounds.

The `UpdateFromEdges` procedure is executed as follows. Given the set of edges in a subsegment, we define the slope interval using the minimum and maximum slopes of the edges. The `[a_x, b_x]` interval is given by the minimum and maximum \( x \) coordinates of edge vertices. The coordinates \( a_y \) and \( b_y \) are defined as the lowest intersections of the edge rays with the vertical lines passing through \( a_x \) and \( b_x \). If the search line is not vertical but arbitrarily oriented, it is sufficient to rotate the \( y \) axis to align it with the direction of the search line, and then the same definitions hold.

In order to describe the `UpdateFromChildren` procedure, let us define as children of a top subsegment \( s_{top} \) the top subsegments of the children of segment \( s \), and similarly for bottom subsegments. The lower bound of \( s_{top} \) is then computed from the lower bounds of its children as follows. The interval of slopes \([m_{min}, m_{max}]\) is simply computed by bounding the slopes of the children. The horizontal interval \([a_x, b_x]\) is computed, similarly, by bounding the horizontal intervals of the children. And the coordinates \( a_y \) and \( b_y \) are computed as the minimum values of the intersections of the children’s bounds with the vertical lines passing through \( a_x \) and \( b_x \). The upper bound of \( s_{bottom} \) is computed in a similar way.

Our bound representation is particularly well suited for bounding intersections of rays with vertical lines. This operation is key in step 3 of the star-contour test algorithm described in Section 6.2, and for the `UpdateFromChildren` procedure. We first identify the interval where the vertical line lies, out of \([-\infty, a_x], [a_x, b_x] \) and \([b_x, \infty] \). Then, to compute, for example, a lower bound of the intersection with a top subsegment, we simply evaluate the intersection of the vertical line with the appropriate lower bounding line.
7 Overall Algorithm

All the ingredients are ready now to outline our complete self-collision detection algorithm based on the SCTT and star-contour tests. It outputs a list of colliding edge-triangle pairs, and it uses the following recursive orientation and contour tests:

\begin{verbatim}
QueryOrientation(SCTTNode node)
  if the normal cone test of node fails
    for all SCTT children of node do
      QueryOrientation(node.SCTTchild[i])
    for all BVTT children of node do
      QueryBVs(node.BVTTchild[i])
    if node is a leaf, test the primitives
  else
    Compute projection P
    tick++
    QueryContour(node, P)
  QueryContour(SCTTNode node, Projection P)
  UpdateContourBounds(node, P)
    if the star-shape test of node fails
      for all SCTT children of node do
        QueryContour(node.SCTTchild[i], P)
      for all BVTT children of node do
        QueryBVs(node.BVTTchild[i])
      if node is a leaf, test the primitives
\end{verbatim}

A self-collision query starts by running an orientation test on the root of the SCTT. Orientation tests are executed recursively until a valid direction is found, and then the algorithm switches to execute contour tests. Before executing a contour test on an SCTT node, \texttt{UpdateContourBounds} calls \texttt{UpdateBounds} on all the segments of the SCTT node, which, as described in the previous section, updates the bounds of contour segments and their subtrees. When a node of the SCTT fails an orientation or contour test, we also initiate a recursive query based on BVs, \texttt{QueryBVs}, on its BVTT children. For leaf nodes that are not culled, we test their edge-triangle pairs. We avoid duplicate primitive tests by assigning to each edge one of its adjacent triangles as owner.

8 Results

We have tested our algorithm on a series of benchmarks with triangle meshes involved in intense self-collision (Please see the accompanying video for the animations). In all the examples, we executed self-intersection queries, searching for intersecting triangle-edge pairs. All tests were executed on an Intel(R) Core(TM) 2 Quad 2.4GHz-processor machine with 2GB of RAM.

We have tested various techniques for partitioning the triangle meshes. For the cat example (Fig. 1), a mesh animated using skinning, we used METIS [Karypis and Kumar 1999] to automatically produce the partitioning, followed by a postprocessing to guarantee binary partitionings. In the cloth examples (Fig. 7), both simulated using mass-spring models, we used ad-hoc partitioning based on mesh structure. And in the horse (Fig. 2) and bunny (Fig. 7) examples, we took advantage of subdivision connectivity. The deflating process of the horse was simulated with a mass-spring system, and the bunny was animated using a finite element mesh. In all cases we outperformed AABB-trees by similar factors. We hypothesize that the quality of partitioning influences the performance of AABB-trees in a similar way as it does with our algorithm.

We have compared the performance of our algorithm based on the SCTT and star-contour tests against optimized spatial hashing [Teschner et al. 2003] and AABB-tree queries. In the case of spatial hashing, we used the average edge length as grid resolution, as it produced the best results. In the case of the AABB-tree query, we actually implemented an optimized version in comparison to the standard algorithm. It is worth noting that an AABB-tree query can be executed simply by traversing the SCTT (and the BVTT sub-trees rooted at SCTT nodes) and running AABB queries instead of orientation and contour tests. However, nodes of the SCTT represent adjacent BVH patches, hence those nodes can be trivially marked as colliding. As a conclusion, an AABB-tree query can be implemented in an optimal way by starting recursive queries at all the BVTT nodes that are children of SCTT nodes. This improvement is possible because all adjacency calculations are pre-processed. We also introduced an optimization to our algorithm, based on the heuristic that nodes that do not pass a test in the rest configuration are unlikely to pass such test when they are deformed. Therefore, if they do not pass the test in rest configuration, we simply mark them as colliding and avoid executing the test. We refer to this heuristic as \textit{rest-shape caching}.

In all the examples we found our algorithm to outperform both spatial hashing and AABB-trees. Please see the summary data in Table 1 and the plots in Fig. 8. At the rest configuration, when the patches are most regular, star-contour tests outperform spatial hashing by 3× to 11×, and AABB-trees by 1.3× to 4.1×. As the animations proceed and the patches deform, the culling efficiency of our method smoothly degrades, and the speed-ups become smaller. But in some cases, in particular the twisted cloth, there is still significant high-level culling, and hence a speed-up of 3×. We have also compared performance for several resolutions of the triangle meshes. Typically, the speed-up over other techniques improves with higher mesh resolution, due to increased shape regularity.

Table 1 also shows the performance of self-collision detection ignoring the contour test, which can be considered an upper bound of the performance of algorithms based on shape regularity. Self-collision detection is up to 2.5× faster if the contour test is ignored (for the cat example). Note, however, that this comes at the price of missed collisions. On average, 22% of the collisions are missed on the cat. We observe that ignoring the contour test may miss many collisions on character animations, because collisions often take place at elbow-like situations (See Fig. 1). In other examples, collisions typically occur between geodesically distant parts of the surface, and fewer collisions are missed. In the horse benchmark, ignoring the contour test misses, on average, 0.1% of the collisions. Note, however, that the actual number of missed collisions is up to 20 in some frame, out of a total of about 5000 collisions.

In the bottom section of Table 1, we also show a break-down of the timings for our algorithm into 9 different tasks. As it becomes apparent from the timings, updating the CSF is a dominant cost together with the update of the BVH. The results demonstrate that the cost induced by contour tests and the subsequent BV and primitive-level tests add up roughly to 50%, hence they can be considered efficient in the context of the complete self-collision query.

Our algorithm, same as all others based on shape regularity, benefits from smooth surfaces for efficiency. We have evaluated the performance on bumpy and spiky versions of the bunny benchmark (See Fig. 7-right). For the regular bunny, our algorithm is 2.1× faster than AABB-trees; for the bumpy bunny our algorithm is still 1.1× faster; and, for the spiky bunny, shape regularity no longer comes in handy and our algorithm is 1.2× slower. The performance degrades in this last case due to the inefficiency of the orientation test, not due to our contour test.

9 Discussion and Future Work

In this paper, we have presented a novel algorithm for hierarchical self-collision detection. Our work addresses the main limitation in
previous algorithms based on shape regularity, and makes this approach conservative yet efficient. To the best of our knowledge, this is the first algorithm for self-collision detection based on shape regularity that guarantees an $O(1)$ cost for the contour test. Moreover, thanks to the SCTT, the run-time algorithms and data-structures are relatively simple to implement. Nevertheless, our work presents several limitations.

The culling power of our algorithm may be negatively affected by two main factors. One is the fact that our star-contour test is a sufficient, but not necessary, condition of actual contour self-intersection, hence it may produce a considerable number of false positives. This observation is also apparent from our timing results. The excessive conservativeness could be improved by developing tighter bounds for bundles of rays. In spite of the number of false positive contour tests, our algorithm still obtains important speed-ups.

Table 1: Top section: Performance comparison of optimized spatial hashing, AABB-trees, our algorithm (SCTT), and our algorithm omitting the contour test. Timings (in ms.) are measured for the rest configuration (0), and averaged over the complete animation (avg). Bottom section: Break-down (in percentage) of the timings for our algorithm into 9 tasks, in this order: update of BVs; update of normal cones; testing normal cones; BV tests induced by failed orientation tests; primitive-level tests induced by failed orientation tests; update of contour segment bounds; testing star-contours; BV tests induced by failed contour tests; and primitive-level tests induced by failed contour tests.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Num. Triangles</th>
<th>Cat</th>
<th>Twisted Cloth</th>
<th>Cloth-Sphere</th>
<th>Bunny</th>
<th>Horse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial Hash (0)</td>
<td>41184</td>
<td>4.92</td>
<td>6.86</td>
<td>149.85</td>
<td>7.48</td>
<td>7.94</td>
</tr>
<tr>
<td>AABB-Tree (0)</td>
<td>164736</td>
<td>10.36</td>
<td>30.20</td>
<td>268.37</td>
<td>3.17</td>
<td>14.63</td>
</tr>
<tr>
<td>SCTT (0)</td>
<td>103.76</td>
<td>23.04</td>
<td>149.85</td>
<td>119.25</td>
<td>3.65</td>
<td>7.63</td>
</tr>
<tr>
<td>No Contour (0)</td>
<td>230.97</td>
<td>20.57</td>
<td>74.03</td>
<td>351.26</td>
<td>8.93</td>
<td>127.36</td>
</tr>
<tr>
<td>Spatial Hash (avg)</td>
<td>236.32</td>
<td>19.02</td>
<td>74.06</td>
<td>350.94</td>
<td>13.39</td>
<td>213.17</td>
</tr>
<tr>
<td>AABB-Tree (avg)</td>
<td>106.74</td>
<td>7.95</td>
<td>35.09</td>
<td>176.55</td>
<td>4.81</td>
<td>92.58</td>
</tr>
<tr>
<td>SCTT (avg)</td>
<td>89.00</td>
<td>3.34</td>
<td>12.27</td>
<td>54.76</td>
<td>4.86</td>
<td>88.13</td>
</tr>
<tr>
<td>No Contour (avg)</td>
<td>30.99</td>
<td>1.89</td>
<td>8.80</td>
<td>28.18</td>
<td>2.60</td>
<td>54.13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>Spatial Hash (0)</th>
<th>AABB-Tree (0)</th>
<th>SCTT (0)</th>
<th>No Contour (0)</th>
<th>Spatial Hash (avg)</th>
<th>AABB-Tree (avg)</th>
<th>SCTT (avg)</th>
<th>No Contour (avg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. Triangles</td>
<td>41184</td>
<td>164736</td>
<td>103.76</td>
<td>230.97</td>
<td>236.32</td>
<td>106.74</td>
<td>89.00</td>
<td>30.99</td>
</tr>
<tr>
<td>Primit. (Orient.)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Orient. Tests</td>
<td>0.36</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>1.44</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>BVs (Orient.)</td>
<td>3.13</td>
<td>6.96</td>
<td>6.38</td>
<td>7.94</td>
<td>3.89</td>
<td>4.28</td>
<td>3.72</td>
<td>0.00</td>
</tr>
<tr>
<td>Update Ns</td>
<td>9.17</td>
<td>10.36</td>
<td>10.36</td>
<td>12.08</td>
<td>16.83</td>
<td>5.19</td>
<td>9.45</td>
<td>11.95</td>
</tr>
<tr>
<td>Update BVs</td>
<td>28.54</td>
<td>36.14</td>
<td>48.10</td>
<td>28.53</td>
<td>40.40</td>
<td>18.83</td>
<td>29.13</td>
<td>36.76</td>
</tr>
<tr>
<td>Contour Update</td>
<td>37.61</td>
<td>37.36</td>
<td>33.49</td>
<td>36.74</td>
<td>31.97</td>
<td>35.69</td>
<td>37.84</td>
<td>34.31</td>
</tr>
<tr>
<td>Contour Tests</td>
<td>12.22</td>
<td>10.15</td>
<td>1.21</td>
<td>6.16</td>
<td>2.60</td>
<td>5.11</td>
<td>4.59</td>
<td>3.21</td>
</tr>
<tr>
<td>BVs (Contour)</td>
<td>8.75</td>
<td>9.30</td>
<td>4.08</td>
<td>6.41</td>
<td>3.90</td>
<td>19.36</td>
<td>10.18</td>
<td>7.24</td>
</tr>
<tr>
<td>Primit. (Contour)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Shape caching, but it is anyway worth investigating clustering or partitioning techniques that provide as-circular-as-possible patches with smooth boundaries.

Same as all other techniques based on shape regularity, our algorithm is limited to 2-manifold triangle meshes. Culling based on shape regularity can only take place when triangles are adjacent, hence in the non-adjacent case we simply resort to BV-based culling.

Due to the need to partition the mesh, our technique relies heavily on preprocessing. Although one could think of ways to dynamically restructure the SCTT and the CSF under topological changes, it seems unlikely to be able to do so without hurting the quality of the partitioning.

Besides addressing the limitations, there are several possibilities for extending our work. One of them is to handle continuous collision detection. The solution already exists for the orientation test [Tang et al. 2008], but a solution should be developed for our new star-contour test. Another interesting extension is to devise a parallel approach to the SCTT traversal. But, most importantly, our al-
algorithm could be integrated with the chromatic decomposition approach [Govindaraju et al. 2005]. Our algorithm could serve as a first-stage culling, followed then by visibility-based pruning of potentially colliding pairs. In our examples, primitive-level tests are not a bottleneck, but their cost could increase considerably in an implementation with continuous collision detection queries.
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A Special Case: Single-Vertex Adjacency

Given two adjacent patches A and B that are tested for self-collision as the node (A, B) of the SCTT, the star-contour test will fail if A and B share only one vertex. If a self-collision query descends until the node (A, B), then it will descend along one branch all the way to the leaf level. As a corollary, high-level culling will not be possible along this branch. This situation can, however, be handled in a very easy manner. The contour of (A, B) does not self-intersect if (i) there is a line passing through the common vertex for which A and B lie on separate sides, (ii) the contour of A does not self-intersect, and (iii) the contour of B does not self-intersect. We limit the search for a line to the vertical and horizontal lines passing through the common vertex, and we test them for intersection with the bounds of contour segments of A and B. If such a line exists, it is appropriate to cull the node (A, B), because A and B will anyway be tested separately at different nodes of the SCTT.